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Abstract 

We analyze the effects of fair value reporting standards (FVR) SFAS 133 and IAS 39 on 

foreign exchange (FX) exposures of U.S. multinational firms. We observe reductions in FX 

exposures to developed market currencies that coincide with the implementation of FVR. Risk 

reductions mainly affect U.S. multinational firms and to a much lesser extend matched control 

groups of domestic firms. For firms with exposures to emerging market currencies, we observe 

no changes in positive FX exposures but substantial shifts in negative exposures resulting in a 

change of exposure direction. Additionally we report changes in FX exposure asymmetry 

affecting multinational and domestic firms. Observed results are robust to several alternative 

model specifications and are unlikely explained by the launch of the euro, changes in firm-

level FX exposure determinants, the rise and decline of technology shocks, shifts in systematic 

risk factors, and the Asian Financial Crisis. 
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1. Introduction and motivation 

Fair value reporting (FVR) standards SFAS 133 and IAS 39 require firms to report 

financial derivatives at their fair market values.
1
 Evidence suggests that the accounting treatment 

of financial derivatives can distort managers’ decisions. Experiments demonstrate that 

individuals forgo sound hedging policies in the presence of FVR (Chen, Tan, Wang, 2013).  

Suboptimal hedging behavior is also reported by survey results (Glaum, Klöcker, 2011; Lins, 

Servaes, Tamayo, 2011) and anecdotal evidence (McKay, Niedzielsky, 2000; Osterland, 2000). 

Theoretical work by Sapra (2002) illustrates that FVR can even induce speculation, and 

Beisland, Frestad (2013) show that FVR induces firms to use suboptimal myopic hedging 

strategies.   

However, arguments regarding SFAS 133 and IAS 39 are far from one-sided. Zhang 

(2009) claims that the introduction of SFAS 133 pushed ineffective hedger/speculator firms to 

use financial derivatives more prudently. Her study documents post-FVR decreases in risk 

exposures to interest rates, commodity prices, and FX rates for ineffective hedger/speculator 

firms, but not for effective hedgers. Decreases in FX exposures are also reported by Richie, 

Glegg, Gleason (2006).
2
 Additional positive effects of FVR are described by Ahmed, Kilic, Lobo 

(2011), who find that SFAS 133 improves the relevance of accounting measures of derivative 

risk exposures for bond investors and lowered banks’ costs of capital. Further, analytical work by 

                                                             
1
 Both, SFAS 133 and IAS 39 require that: 1) all derivatives must the reported at fair value in financial statements, 

2) changes in market value of derivatives not designated as hedging instruments, i.e. speculative positions and 

trading hedges, must be recognized in net income, 3) changes in the market values of derivatives that qualify as 

designated hedges are recorded in net income or as other comprehensive income (an equity account), 4) changes in 

the market values of hedged items must also be recognized in net income, and 5) the ineffective portion of 

designated hedges, i.e. changes in market value of designated hedges must be included in net income. 

 
2
 An empirical study by Singh (2004) finds no significant decline in the use of derivatives and no significant 

differences in earnings volatility, cash flow volatility, and income after the implementation of SFAS 133. 
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Melumad, Weyns, Ziv (1999) demonstrates that the presence FVR leads to a better outcome for 

long-term and future shareholders.  

Shifts in corporate risk management resulting from the introduction of FVR could affect 

the foreign exchange (FX) exposure of U.S. multinational corporations (MNCs) (Glaum, 

Klöcker, 2011; Lins et al., 2011). However, fair value reporting, potential distortions in currency 

risk management and the role of foreign currency derivatives are pieces of a larger puzzle. FX 

exposures of MNCs are complex and can be managed with a combination of tools (Bartram, 

Brown, Minton, 2010): Firms employ currency derivatives to hedge FX exposures (Bodnar, 

Hayt, Marston, 1998), foreign currency denominated debt (Aabo, 2006; Keloharju, Niskanen, 

2001), operational hedging (Pantzalis, Simkins, Laux, 2001), and FX pass-through (Bodnar, 

Dumas, Marston, 2002). Whether FVR has significantly altered the FX exposure of MNCs 

depends on the relative importance and success of derivative-based hedging, as well as the use 

and effectiveness of non-derivative-based risk management. 

The papers closest to ours are Richie et al. (2006) and Zhang (2009). Compared to the 

two studies, we do not attempt to explicitly capture the firms’ use of currency derivatives, rather 

we attempt to study changes in FX exposures for a much broader cross section of U.S. MNCs. 

We choose this path because of two reasons. First, the limited availability of firm-level 

derivatives usage data reduces samples to relatively small subsets of MNCs.
3
 Second, shifts in 

corporate FX exposures can also be affected by the use of largely unobservable non-financial 

hedging strategies and shifts in managerial risk-taking, both of which could also have been 

affected by the introduction of FVR.  

                                                             
3
 For example, Richie et al. (2006) study 422 U.S. MNCs that primarily operate in Europe — to overcome 

potentially offsetting FX exposures to multiple currencies, their analysis focuses on the euro. Similarly, Zhang 

(2009) studies the changes in economic exposures of 225 firms that started new derivatives programs between 1996 

to 1999. 
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Finally, it is also important to recognize that confounding events could also have affected 

FX exposures around the same time that FVR was introduced. Although it is impossible to 

control for all confounding events, we explicitly address the launch of the euro, changes in firm-

level FX exposure determinants, the rise and decline of technology shocks, shifts in systematic 

risk factors, and the Asian Financial Crisis. In addition to robustness tests, our core research 

design employs a matched portfolios approach of MNCs and control groups of domestic 

corporations (DCs). We believe this further improves the ability of our study to distinguish 

between FVR-related exposure changes on MNCs and confounding effects that affect all U.S. 

firms. 

This paper expand existing literature in several important ways: 1) we investigate a broad 

cross section of U.S. MNCs and DCs allowing us to distinguish between small-, medium-, and 

large-sized firms; 2) in addition to FX exposure, we analyze the effects of FVR on FX exposure 

asymmetry; 3) we analyze FVR effects across different major industry groups; 4) we distinguish 

between FX exposures to emerging market and developed market currencies; and 5) we control 

for confounding effects by matching MNCs with samples of DCs. Further we explore the effects 

of the Asian Financial Crisis, the introduction of the euro, the rise and fall of technology stocks, 

shifts in systematic risk factors, and the turbulent market events during 2000 and 2001 on our 

results.     

We find that the introduction of FVR coincides with a reduction in FX exposures to 

developed market currencies for subsamples of small-, medium-, and large MNCs. No reductions 

in FX exposures to developed market currencies are observed in matched control groups of DCs. 

We find no changes in currency risk of firms with positive exposures to emerging market 

currencies. However, we observe substantial changes in currency exposures for firms with 
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negative FX exposures to emerging market currencies — for these MNCs FX exposures shift 

from being negative in the pre-FVA period to being positive in the post-FVA period. Additional 

test reveal changes in FX exposure asymmetry affecting samples of MNCs and DCs alike.  

This study proceeds as follows. Section 2 presents related theory on FVR and its potential 

effect on corporate FX exposures. In section 2 we also develop the research hypotheses. Section 

3 describes the sample selection process and the methodologies used to estimate FX exposures 

and measures of changes in FX exposures to developed and emerging market currencies. In 

Section 4 we present and discuss the empirical results. Section 5 concludes this paper.  

 

2. Hypotheses development and related literature 

 The introduction of FVR could have impacted corporate FX exposures of U.S. MNCs in 

several ways. One possibility is that the introduction of FVR has increased corporate FX 

exposures as a result of reduced currency risk management. Survey results presented by Bodnar 

et al. (1998) document that 27% of U.S. sample firms altered their use of foreign currency 

derivatives during the early implementation stage of SFAS 133.
4
 More recently, in a survey of 

corporate CFOs from 36 countries, Lins et al. (2011) find that 42% of companies that hedge FX 

exposures have substantially decreased their hedging with foreign currency derivatives. Similar 

behavior is reported by Glaum, Klöcker (2011) for a sample of Swiss and German firms. 

 Naturally, increases in FX exposures due to FVR depend on whether financial derivatives 

play a central role in currency risk management. Several papers highlight the importance of 

derivatives in currency risk management. Allayannis, Ihrig, Weston (2001) argue that operational 

                                                             
4
 According to Bodnar et al. (1998) the most common reported changes to the use of foreign currency derivatives 

were: 1) a change in types of foreign currency derivatives used, 2) a reduction in the use of derivatives, and 3) a 

change in the timing of hedging transactions. 
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hedging does not reduce FX exposure without the use of financial hedging. Allayannis, Ofek 

(2001) observe that S&P 500 non-financial firms use currency derivatives to reduce FX 

exposures and that the level of derivatives used is driven by corporate exposure to foreign sales 

and trade. Similarly Guay (1999) argues that corporate use of financial derivatives is primarily 

consistent with hedging behavior;  he observes that FX exposures decline by 11% in the period 

following the initiation of a derivatives program. Additional support is provided by Géczy, 

Minton, Schrand (1997) who show that firms use derivatives to reduce cash flow volatility. More 

recently, Bartram, Brown, Conrad (2011), controlling for the endogeneity of derivatives usage, 

confirm that financial derivatives reduce total risk and systematic risk of firms.  

It is also possible that the introduction of FVR could have reduced FX exposures of 

MNCs due to lower levels of currency speculation or the increased use of non-derivatives based 

FX risk management strategies. Analyzing results of a confidential survey, Géczy, Minton, 

Schrand (2007) find that once firms have incurred the fixed costs of a derivatives operation to 

hedge risks, some firms extend their derivatives trading to speculate.
5
 Findings reported by Lins 

et al. (2011) indicate that in some cases financial managers decreased speculative behavior in 

their use of derivatives after the introduction of FVR.
6
 Empirical results presented by Zhang 

(2009) and Richie et al. (2006) seem to support this argument. Zhang (2009) finds evidence that 

cash flow volatility and economic exposures to FX rates decreased for ineffective 

hedger/speculator firms but not for effective hedger firms after the introduction of FVR. Richie 

                                                             
5
 Géczy et al. (2007) find that currency speculators: 1) believe that they have a comparative information advantage 

relative to the market; 2) have a greater percentage of their operating revenues and costs denominated in foreign 

currencies compared to non-speculators; and 3) have significantly more tangible operations located in foreign 

countries compared to non-speculators.  

 
6
 For interest rate derivatives, Chernenko, Faulkender (2012) find evidence of speculation with interest rate swaps. 

Similarly, Faulkender (2005) argues that interest rate risk management practices are primarily driven by speculation 

or myopia and not hedging considerations. 
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et al. (2006) find that firms that hedged their FX exposures before the implementation of SFAS 

133 lowered their currency exposures after the implementation by increasing their use of 

operational hedging strategies.   

A third possibility is that the introduction of FVR had no significant effects on corporate 

FX exposures. Empirical evidence on FX risk reduction resulting from the use of foreign 

currency derivatives is mixed. Studying a sample of U.S. non-financial firms, Guay, Kothari 

(2003) argue that financial hedging plays a small role in corporate risk management; the authors 

base their conclusion on empirical findings illustrating that derivatives generate small amounts of 

cash and value given the size of the firms. Further, the implementation of FVR was unlikely a 

surprise to financial managers. Firms with FX risk management programs heavily reliant on 

foreign currency derivatives could have implemented alternative FX hedging strategies well 

before the implementation of FVR. If this were the case, changes in the use of foreign currency 

derivatives could have had no effects on corporate FX exposures.  

 Reflecting on the arguments and results presented in prior literature, we remain agnostic 

about the expected effects of FVR on FX exposures of U.S. MNCs. This leads to our first 

research hypothesis. 

   

H1: Non-financial MNCs exhibit larger increases or decreases in FX exposures after the 

introduction of FVR than DCs 
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 The use of financial derivatives is particularly punitive for firms that fail to qualify for 

hedge accounting. To achieve hedge accounting status, firms must demonstrate that their 

derivatives are used to offset an existing economic exposure. Firms must demonstrate that their 

hedging positions are highly effective — the value of the hedging instrument and the economic 

exposure must be highly negatively correlated. Demonstrating this becomes very difficult if the 

underlying currency exposure is non-linear, which is the case when FX exposures are 

asymmetric to the direction or magnitude of FX shocks (Brown, Toft, 2002).
7
 It is possible that 

managers decreased their use of asymmetric hedges after the implementation of FVR, since it 

would prevent them from qualifying for hedge accounting status. Such a shift would mainly 

affect the use of FX options and more exotic FX derivatives.  Survey results reported by Lins et 

al. (2011) support this idea; their study observes a significant reduction in the use of non-linear 

FX hedging instruments after the introduction of FVR.  

 However, a reduction in the use of FX options does not necessarily need to result in 

increasingly asymmetric FX exposures. There are non-derivatives related factors that determine 

FX exposure asymmetry, such as investor reaction to FX related news, the firm’s use of FX pass-

through and pricing-to-market strategies, hysteresis in investment/divestment decisions of 

MNCs, and the presence of real options in the multinational financial environment. Whether the 

introduction of FVR has significantly changed FX exposure asymmetry remains an empirical 

question. This leads to our second hypothesis. 

H2: The introduction of FVR has primarily affected the asymmetry in FX exposures of non-

financial MNCs compared to the exposure asymmetries of non-financial DCs 

                                                             
7
 Several papers find that FX exposure is non-linear to the direction of FX rate changes and the magnitude of FX 

shocks. See for example Koutmos, Martin (2003), Muller, Verschoor (2006), and Bartram (2004), among others. 
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3. Sample and methodology 

3.1. Estimating FX exposures 

Dumas (1978), Hodder (1982), and Adler, Dumas (1984) define FX exposure as the 

sensitivity of firm value to unexpected changes in FX rates. Our first FX exposure measure is 

based on a model popularized by Adler, Dumas (1984) and can be estimated with the following 

regression: 

𝑅𝑖,𝑡 = 𝛼𝑖 + 𝛿1,𝑖
𝐷 𝑅𝑋,𝑡

𝐷 + 𝛿1,𝑖
𝐸 𝑅𝑋,𝑡

𝐸 + 𝜀𝑖,𝑡                                                  (1)  

 

where 𝑅𝑖 are holding period stock returns, 𝑅𝑋,𝑡
𝐷  and 𝑅𝑋,𝑡

𝐸  are returns of two foreign currency 

baskets in month 𝑡. A popular choice among studies (Carrieri, Errunza, Majerbi, 2006; Chaieb, 

Mazzotta, 2013) is to include currency indices that capture both, changes in developed market 

and emerging market currencies. We use inflation-adjusted
8
 monthly returns of the Major 

Currency Index (MCI) and the Other Important Trading Partner Index (OITP).
9
 Thus, 𝛿1,𝑖

𝐷  and 

𝛿1,𝑖
𝐸  measure the sensitivity of firm 𝑖’s stock returns to changes in developed market and 

emerging market currencies. Using a large cross section of firms without information on which 

specific currencies each firm is exposed to, we rely on the two trade-weighted currency baskets 

as parsimonious representations of bilateral exchange rates — this is consistent with prior 

literature (e.g., Jorion, 1990; Wei, Starks, 2013). 

                                                             
8
 Researchers that includes returns of emerging country currencies prefer using inflation-adjusted currency indices 

(Carrieri et al., 2006; Chaieb, Mazzotta, 2013). However, in untabulated tests, we observe that using nominal 

currency indices yields qualitatively similar results.  

 
9
 We follow convention used in international asset pricing literature and express 𝑅𝑋

𝐷 and 𝑅𝑋
𝐸 as percentage changes in 

the value of the foreign currency baskets. Thus a positive (negative) 𝛿 estimate indicates stock returns increase 

(decreases) with the value of the foreign currencies contained in the basket. 
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Several studies (Koutmos, Martin, 2003, 2007; Muller, Verschoor, 2006; Tai, 2008) 

argue that the assumption of 𝜀𝑖,𝑡 in Eq. (1) being i.i.d. is unlikely to hold due to the presence of 

conditional heteroscedasticity. Failing to account for this can lead to inefficient OLS parameter 

estimates and biased test statistics which in turn can affect the model’s ability to detect FX 

exposure. To address this possibility we follow Muller, Verschoor (2006) and perform Engle 

(1982)’s Lagrange multiplier tests for ARCH effects. For firms where conditional volatility 

cannot be rejected, we model the error term in Eq. (1) as a GARCH (1,1) process: 𝜀𝑖,𝑡 = 𝜇𝑖,𝑡√𝜎𝑖,𝑡
2   

where 𝜎𝑖,𝑡
2 = 𝛼0,𝑖 + 𝛼1,𝑖𝜀𝑖,𝑡−1

2 + 𝛼2,𝑖𝜎𝑖,𝑡−1 
2 . Here 𝛼0, 𝛼1, and 𝛼2 are unknown volatility 

parameters, 𝜇𝑖,𝑡 is the white noise term, and 𝜎𝑖,𝑡
2  is the conditional variance of 𝜀𝑖,𝑡. Estimating the 

volatility parameters requires recursive maximization of the log-likelihood function over the 

sample period. Since the log-likelihood function is highly non-linear, we use the Berndt, Hall, 

Hall (1974) algorithm. 

Our second FX exposure measure is based on a popular method introduced by Jorion 

(1990). Controlling for aggregate stock market returns, market-adjusted FX exposure estimates 

have econometric advantages over the total FX exposure estimates obtained by the model 

expressed in Eq. (1) (Bodnar, Wong, 2003; Jorion, 1990). Market-adjusted exposure estimates 

are also theoretically superior since they control for confounding factors that correlate with FX 

rates and affect stock returns, such as interest rate changes and macroeconomic shocks. We 

estimate our market-adjusted FX exposure measures based on the following model: 

𝑅𝑖,𝑡 = 𝛼𝑖 + 𝛽1,𝑖𝑅𝑀 + 𝛿2,𝑖
𝐷 𝑅𝑋,𝑡

𝐷 + 𝛿2,𝑖
𝐸 𝑅𝑋,𝑡

𝐸 + 𝜀𝑖,𝑡                                      (2) 
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where 𝑅𝑀 are the returns of the value-weighted U.S. market index as reported by CRSP, 

arguably the most popular choice for the market-adjusted model. In Eq. (2), 𝛿2,𝑖
𝐷  and 𝛿2,𝑖

𝐸  are the 

market-adjusted FX exposures of firm 𝑖’s stock returns. Rather than measuring the FX exposure 

of the firm, 𝛿2,𝑖
𝐷  and 𝛿2,𝑖

𝐸  are the stock’s FX exposures net of the FX exposures of the market 

control variable; thus these measures are often referred to as partial FX exposures. The 

drawbacks of the market-adjusted FX exposure measures is that it can fail to detect significant 

FX exposure and is a relatively poor estimator of the firm’s cash flow sensitivity to FX rate 

changes (Bodnar, Wong, 2003; Krapl, O’Brien, 2015) .   

To address the drawbacks of our first two FX exposure measures, we use an alternative 

approach. Prior studies suggest the use of interest rate-based control variables in addition to or 

instead of equity market returns (e.g., Bartram, 2008; Krapl, O’Brien, 2015). We estimate the 

following model: 

𝑅𝑖,𝑡 = 𝛼𝑖 + 𝜙1,𝑖𝑅𝑆𝑇,𝑡 + 𝜙2,𝑖𝑅𝐷𝑆,𝑡 + 𝛿3,𝑖
𝐷 𝑅𝑋,𝑡

𝐷 + 𝛿3,𝑖
𝐸 𝑅𝑋,𝑡

𝐸 +𝜀𝑖,𝑡                          (3) 

 

Bartram (2008) suggest the use of two interest rate-based macroeconomic control variables. 𝑅𝑆𝑇 

and 𝑅𝐷𝑆 are short-term interest rate and term-spread variables which are defined as: 𝑅𝑆𝑇 =

∆𝑆𝑅 (1 + 𝐿𝑅)⁄  and 𝑅𝐷𝑆 = ∆ (𝐿𝑅 − 𝑆𝑅) (1 + 𝐿𝑅)⁄  where ∆ denotes a one-month change, 𝑆𝑅 is 

the short-rate (1-Year U.S. Treasury yield), and 𝐿𝑅 is the long-rate (10-Year U.S. Treasury 

yield).
10

 The motivation behind using this model is to obtain total FX exposure measures, like 

from the model expressed in Eq. (1) while controlling for confounding macroeconomic factors 

                                                             
10

 In untabulated results we use U.S. Treasury bond return control variables of different maturities as suggested by 

Krapl, O’Brien (2015) but find very little change in results.  
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that correlate with FX rate changes. In theory the macro-controlled FX exposures 𝛿3,𝑖
𝐷  and 𝛿3,𝑖

𝐸  

should more closely reflect the firms’ cash flow sensitivity to changes in FX rates than  𝛿2,𝑖
𝐷  and 

𝛿2,𝑖
𝐸  . 

 

3.2. Analyzing the time-variation in FX exposures  

 The Statement of Financial Accounting Standards “Accounting for Derivative 

Instruments and Hedging Activities” (SFAS 133) was passed in June 1998 with an 

implementation date of June 15
th

 2000; the International Accounting Standard “Financial 

Instruments: Recognition and Measurement” (IAS 39) was issued in December 1998 and had an 

implementation date of January 1 2001 with a further major revisions in 2003 (Effective date 

January 1, 2005). To measure the differences in FX exposures between the first and second sub-

periods, we expand the models presented in Eqs. (1) through (3) with several interaction terms. 

We estimate the following models to test the significance of time-variation in FX exposures: 

𝑅𝑖,𝑡 = 𝛼𝑖 + (𝛿1,𝑖
𝐷 + 𝛿𝐼1,𝑖

𝐷 𝐷𝑡)𝑅𝑋,𝑡
𝐷 + (𝛿1,𝑖

𝐸 + 𝛿𝐼1,𝑖
𝐸 𝐷𝑡)𝑅𝑋,𝑡

𝐸 + 𝜀𝑖,𝑡                              (4) 

𝑅𝑖,𝑡 = 𝛼𝑖 + (𝛽1,𝑖 + 𝛽𝐼1,𝑖𝐷𝑡)𝑅𝑀 + (𝛿2,𝑖
𝐷 + 𝛿𝐼2,𝑖

𝐷 𝐷𝑡)𝑅𝑋,𝑡
𝐷 + (𝛿2,𝑖

𝐸 + 𝛿𝐼2,𝑖
𝐸 𝐷𝑡)𝑅𝑋,𝑡

𝐸 + 𝜀𝑖,𝑡          (5) 

𝑅𝑖,𝑡 = 𝛼𝑖 + (𝜙1,𝑖 + 𝜙𝐼1,𝑖𝐷𝑡)𝑅𝑆𝑇,𝑡 + (𝜙2,𝑖 + 𝜙𝐼2,𝑖𝐷𝑡)𝑅𝐷𝑆,𝑡 + (𝛿3,𝑖
𝐷 + 𝛿𝐼3,𝑖

𝐷 𝐷𝑡)𝑅𝑋,𝑡
𝐷

+ (𝛿3,𝑖
𝐸 + 𝛿𝐼3,𝑖

𝐸 𝐷𝑡)𝑅𝑋,𝑡
𝐸 +𝜀𝑖,𝑡                                                                                               (6) 

 

where 𝐷𝑡 is a dummy variable taking on the value of 1 for all monthly observations from January 

2001 to December 2005 and zero for all observations from January 1996 to December 2000. 

Recasting the models in Eqs. (1) through (3) in this way allows to directly test the statistical 
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significance of changes in FX exposure measures which are given by the estimates of 𝛿𝐼,𝑖
𝐷  and 

𝛿𝐼,𝑖
𝐸 . The estimates of 𝛿𝑖

𝐷 and 𝛿𝑖
𝐸  can be interpreted as the FX exposures during the first sub-

periods (before the effective date of FVR standards). The post-FVR FX exposures are given by 

𝛿𝑖
𝐷 + 𝛿𝐼,𝑖

𝐷  for developed market currency exposures and 𝛿𝑖
𝐸 + 𝛿𝐼,𝑖

𝐸  for exposures to emerging 

market currencies. 

 Following Bartov, Bodnar, Kaul (1996) and Bartram, Karolyi (2006) we test the 

significance of FX exposures and changes in FX exposures with two tests. 1) Based on the cross-

sectional distributions of firm-level FX exposure estimates, we evaluate median estimates and 

their significance by using two-sided sign tests, and 2) Using the individual t-statistics of FX 

exposure estimates, we compute the following Z-statistic for the null hypothesis that all exposure 

estimates are equal to zero: 

𝑍 = (
1

√𝑁
) ∑

𝑡𝑖

√𝑘𝑖 (𝑘𝑖 − 2)⁄

𝑁

𝑖=1

                                                   (7) 

where 𝑡𝑖 is the t-statistic for the exposure estimates of firm 𝑖; 𝑘𝑖 are the degrees of freedom for 

estimating the exposure estimate for firm 𝑖; and 𝑁 are the number of firms in the sample. As 

Bartov et al. (1996) state, assuming that FX exposure estimates are independent across firms, the 

sum of the firm-level standardized t-statistics is normally distributed with a variance of 𝑁. 

Further, we test for differences in exposure estimates between the MNC and DC sub-samples by 

using two-sided Wilcoxon rank sum tests.  
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3.3. Asymmetry of FX exposure 

 To test for asymmetry in FX exposures to the direction of FX shocks, we adopt the 

approach introduced by Koutmos, Martin (2003) and Muller, Verschoor (2006) and  decompose 

currency returns into negative and positive return vectors:  𝑅𝑋,𝑡
𝐷− = 𝑀𝑎𝑥(𝑅𝑋,𝑡

𝐷 , 0) and 𝑅𝑋,𝑡
𝐷+ =

𝑀𝑖𝑛(0, 𝑅𝑋,𝑡
𝐷 ). Correspondingly, 𝑅𝑋,𝑡

𝐸− = 𝑀𝑎𝑥(𝑅𝑋,𝑡
𝐸 , 0) and 𝑅𝑋,𝑡

𝐸+ = 𝑀𝑖𝑛(0, 𝑅𝑋,𝑡
𝐸 ). To assess the 

asymmetry of total FX exposures, the model expressed in Eq.(1) is recast to: 

𝑅𝑖,𝑡 = 𝛼𝑖 + 𝛿1,𝑖
𝐷−𝑅𝑋,𝑡

𝐷− + 𝛿1,𝑖
𝐷+𝑅𝑋,𝑡

𝐷+ + 𝛿1,𝑖
𝐸−𝑅𝑋,𝑡

𝐸− + 𝛿1,𝑖
𝐸+𝑅𝑋,𝑡

𝐸+ + 𝜀𝑖,𝑡                      (8) 

 

Given this specification, 𝛿1,𝑖
𝐷− measures the sensitivity of stock returns to depreciations in 

developed country currencies against the USD. Conversely, 𝛿1,𝑖
𝐷+ measures stock return 

sensitivity to appreciations of developed country currencies. Analogously, 𝛿1,𝑖
𝐸− and 𝛿1,𝑖

𝐸+ estimate 

total FX exposures to depreciations and appreciations of emerging market currencies.   

To assess statistical significance and magnitude of FX exposure asymmetry more directly 

Koutmos, Martin (2003) and Muller, Verschoor (2006) suggest the following model:   

𝑅𝑖,𝑡 = 𝛼𝑖 + (𝛿1,𝑖
𝐷∗ + 𝛿𝐼1,𝑖

𝐷∗ 𝐷𝑡
𝐷∗)𝑅𝑋,𝑡

𝐷 + (𝛿1,𝑖
𝐸∗ + 𝛿𝐼1,𝑖

𝐸∗ 𝐷𝑡
𝐸∗)𝑅𝑋,𝑡

𝐸 + 𝜀𝑖,𝑡                       (9) 

 

where, 𝐷𝑡
𝐷∗ takes on the value of 1 if 𝑅𝑋,𝑡

𝐷 < 0, otherwise 𝐷𝑡
𝐷∗ takes on the value of 0. 𝐷𝑡

𝐸∗ is 

designed in the same fashion and captures the sign of 𝑅𝑋,𝑡
𝐸 . The use of the asterisk in the 

superscript is to distinguish the dummy variables and estimated model coefficients from our 

main model shown in Eq. (1). Note that the dummy variable here is designed to identify the 

direction of FX rate shock. Magnitudes and statistical significance of FX exposure asymmetry is 

provided by the estimated coefficients of 𝛿𝐼1,𝑖
𝐷∗  and 𝛿𝐼1,𝑖

𝐸∗  and their respective standard errors since 

𝛿𝐼1,𝑖
𝐷∗ = 𝛿𝑖

𝐷+ − 𝛿𝑖
𝐷− and 𝛿𝐼1,𝑖

𝐸∗ = 𝛿𝑖
𝐸+ − 𝛿𝑖

𝐸−.  Analogous modifications are performed for the 
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models expressed in Eqs. (2) and (3) to estimate FX exposure asymmetry of the market-adjusted 

and interest rate-controlled FX exposures: 

𝑅𝑖,𝑡 = 𝛼𝑖 + 𝛽1,𝑖𝑅𝑀 + (𝛿2,𝑖
𝐷∗ + 𝛿𝐼2,𝑖

𝐷∗ 𝐷𝑡
𝐷∗)𝑅𝑋,𝑡

𝐷 + (𝛿2,𝑖
𝐸∗ + 𝛿𝐼2,𝑖

𝐸∗ 𝐷𝑡
𝐸∗)𝑅𝑋,𝑡

𝐸 + 𝜀𝑖,𝑡                (10) 

𝑅𝑖,𝑡 = 𝛼𝑖 + 𝜙1,𝑖𝑅𝑆𝑇,𝑡 + 𝜙2,𝑖𝑅𝐷𝑆,𝑡 + (𝛿3,𝑖
𝐷∗ + 𝛿𝐼3,𝑖

𝐷∗ 𝐷𝑡
𝐷∗)𝑅𝑋,𝑡

𝐷 + (𝛿3,𝑖
𝐸∗ + 𝛿𝐼3,𝑖

𝐸∗ 𝐷𝑡
𝐸∗)𝑅𝑋,𝑡

𝐸 + 𝜀𝑖,𝑡   (11) 

  

To test for changes in FX exposure asymmetry, we estimate the models for the first sub-

period (pre-FVR) using data from January 1996 to December 2000 and the second sub-period 

(post-FVR) using data from January 2001 to December 2005 separately. We then use two-sided 

Wilcoxon rank sum tests to assess the differences in FX asymmetry estimates, as well as whether 

FX asymmetry is different between MNCs and DCs. 

 

3.4. Changes in stock return volatilities, CAPM betas, and Fama and French factors 

 To strengthen our findings we explore alternative explanations for changes in FX 

exposures. As part of this analysis, we estimate and test changes in monthly stock return 

variances and variance ratios. We also analyze changes in non-FX related systematic risk factors. 

To do this we estimate the following modified CAPM and Fama and French three-factor models: 

𝑅𝑖,𝑡 = 𝛼𝑖 + (𝛽2,𝑖 + 𝛽𝐼2,𝑖𝐷𝑡)𝑅𝑀 + 𝜀𝑖,𝑡                                             (12) 

 

𝑅𝑖,𝑡 = 𝛼𝑖 + (𝛽3,𝑖 + 𝛽𝐼3,𝑖𝐷𝑡)𝑅𝑀 + (𝛽4,𝑖 + 𝛽𝐼4,𝑖𝐷𝑡)𝑆𝑀𝐵 + (𝛽5,𝑖 + 𝛽𝐼5,𝑖𝐷𝑡)𝐻𝑀𝐿 + 𝜀𝑖,𝑡     (13) 

 

where 𝑅𝑖,𝑡 are monthly stock returns of firm 𝑖, 𝑅𝑀 are the monthly log returns of the U. S. value-

weighted market index, 𝑆𝑀𝐵 and 𝐻𝑀𝐿 are the returns of the size (Small minus Big), and value 

(High minus Low) factors (Fama, French, 1992, 1993), and 𝐷𝑡 is a dummy variable that takes on 



15 
 

the value of 1 for monthly observations from January 2001 to December 2005 and zero for 

observations from January 1996 to December 2000. 

As a measure of stock return volatility we compute variance of monthly stock returns and 

variance ratios, which are defined as the ratio of post-FVR return variances to pre-FVR return 

variances. To test the statistical significance of changes in stock return volatilities, we follow 

Bartov et al. (1996) and Bartram, Karolyi (2006) and compute the following aggregate measures 

of firm-specific tests: 

𝜒2(2𝑁) = −2 ∑ 𝑙𝑛(𝑝𝑖)

𝑁

𝑖=1

                                                           (13) 

 

where the p-values 𝑝𝑖 obtained from individual F-tests of a change in the monthly stock return 

variance of firm 𝑖. 𝑁 is the number of firms in the sample. This is an asymptotically distributed 

𝜒2 statistic with 2𝑁 degrees of freedom (Bartov et al., 1996; Bartram, Karolyi, 2006), assuming 

independent sample observations.  

  

3.5. Sample description and summary statistics  

We use sample data of all U.S. domestic (DC) and multinational companies (MNC) 

contained in the CRSP/Compustat intersection between January 1996 and December 2005. We 

follow the approach used by Bartov et al. (1996) and Bartram, Karolyi (2006) and focus on two 

sub-periods: five years prior to and five years after the implementation of FVR. Our main 

analysis uses January 2001 as the adoption date of FVR, thus the first sub-period spans January 

1996 to December 2000 and the second sub-period goes from January 2001 to December 2005. 
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 Monthly stock return data is obtained from CRSP. Due to their unique FX exposure 

characteristics we exclude firms from finance, insurance, and real estate (SIC 60-67) and public 

service (SIC 91-99) industries from this study. We also exclude firms that have less than 36 

consecutive monthly stock return observations and the bottom and top 1% of extremely small 

and large firms (based on average market capitalization). Our research design requires firms to 

be identified as either domestic corporations (DC) or multinational corporations (MNC). For this 

sorting we rely on annual accounting data from the Compustat geographical database. After 

excluding firms with obvious data errors, the sample spans 5,705 firms with a total of 499,121 

monthly return observations. 

To separate firms into sub-samples of MNCs and matched DC control groups, we define 

a firm as multinational
11

 if it reports either: 1) a positive foreign sales ratio, or 2) a positive 

foreign asset ratio, during at least one year in the sample period. Foreign sales and foreign asset 

ratios are computed by dividing foreign sales and foreign assets by total sales and total assets. 

For the matching procedure we follow Villalonga (2004) and Choi, Jiang (2009) and use the 

propensity score method. Based on the definition stated above, our unmatched sample contains 

3,430 multinational firms (313,863 monthly return observations) and 2,275 domestic firms 

(185,258 monthly return observations). Compared to prior studies (Bartov et al., 1996; Bartram, 

Karolyi, 2006; Choi, Jiang, 2009), we use a relatively low threshold to classify firms as 

multinational, which results in a large number of firms being identified as MNCs.
12

 We take 

                                                             
11

Aggarwal et al. (2011) point out that there is no consensus on how literature measures corporate multinationality. 

Studies use a wide range of internationalization proxies; widely used variables include foreign sales and foreign 

asset ratios. Often information on the geographic footprint of the firm is included. Alternatively studies also use 

published directories to classify firms as multinational (e.g., Muller, Verschoor, 2006). 

 
12

 We adopt this relatively low threshold for corporate multinationality to capture relatively small firms that despite 

low levels of foreign sales and foreign assets are substantially exposed to changes in FX rates. Several studies show 

that firm size is negatively correlated with FX exposure (e.g., Bodnar, Wong, 2003; Dominguez, Tesar, 2006).  
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advantage of this broad sample of MNCs and separate them into groups of small-, medium-, and 

large-sized firms. To avoid losing many of the MNC observations during the matching 

procedure, we match each sub-sample of MNCs with firms from the same pool of DCs. 

Although this results in control groups that are to an extent overlapping, we opt for the gain in 

using a larger sample of firms.
13

 

 We match MNCs within industries with one domestic firm whose propensity score is 

closest. To assure a sufficient number of firms within each industry category, we organize firms 

based by their major SIC groups: SIC 01-17 forestry and fishing, mining and construction; SIC 

20-39 manufacturing; SIC 40-49 transportation, communication, electric, gas, and sanitary 

services; SIC 50-59 wholesale and retail trade; SIC 70-89 services. We consider a match as 

successful if the propensity score of the DC is within ±25% of the corresponding propensity 

score of the MNC. To construct the propensity scores, we use logit models capturing the 

following firm characteristics: 1) Risk: measured by the standard deviation of returns on asset 

(ROA), 2) Profitability: measured by average ROA, and 3) Size: measured as the natural log of 

average annual sales. Averages and variances of the firm characteristics are computed over the 

whole sample period.  

 Table 1 presents summary statistics of the unmatched data set (Panel A) and the matched 

sub-samples (Panel B). In the unmatched sample we observe that overall MNCs are significantly 

larger than DCs. Whereas the average MNC has a market capitalization of 1.86 billion dollars, 

the average DC has a market capitalization of 459 million dollars. Similarly, the average MNC 

has 2.19 billion dollars of assets compared to 653 million of assets of an average DC. 

  

                                                             
13

 Earlier versions of this paper used alternative matching procedures based on size-matched and industry-matched 

control portfolios (Bartov et al., 1996; Bartram, Karolyi, 2006). We find no material difference in results when non-

overlapping control groups are used. These results are available from the authors upon request. 
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The matching procedure is successful for 724 large firms, 1,110 medium-sized firms, and 

949 small firms, leaving between 63,427 and 100,294 monthly return observations for the sub-

samples. Not surprisingly large MNCs have higher foreign asset ratios (8.7%) than medium-

sized MNCs (7.2%) and small MNCs (4.8%). Although large MNCs also have higher foreign 

sales ratios than medium and small MNCs, it is important to notice that average foreign sales 

ratios for small MNCs are relatively high at 24.3% compared to 32.1% for large MNCs. Also, 

after the matching within each industry group, MNC and DC groups are more closely 

comparable in size, particularly for the sub-samples of medium-sized firms. For the sub-samples 

of large firms and small firms the size matching is not as precise, although it is important to keep 

in mind that DCs and MNCs are also matched based on their profitability and risk.  

   

[Insert Table 1 approximately here] 

  

In Table 2 we report summary statistics of stock returns, currency returns, and control 

variables. Mean, median and standard deviations of stock, market, and currency returns are 

reported in percent. Table 2 also reports measures of skewness (S) and kurtosis (K), as well as p-

values of Jarque-Bera tests
14

. In addition to stock returns, Panel B reports the summary statistics 

of monthly returns of the U.S. value-weighted market index (𝑅𝑀), the developed (𝑅𝑋
𝐷) and 

emerging (𝑅𝑋
𝐸) market currency indices, as well as the short-term (𝑅𝑆𝑇) and term-spread (𝑅𝐷𝑆) 

interest rate control variables. Correlation coefficients for the market, currency and interest rate 

control variables are presented in the bottom part of Panel B showing Spearman rank correlations 

in the bottom triangle (shaded) and Pearson correlation coefficients in the upper triangle. 

                                                             
14

 The Jarque-Bera test statistic is for the null hypothesis that the dependent variable is normally distributed. 
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Average monthly stock returns for large firms are on average positive (0.604% for MNCs 

and 0.073% for DCs) in our sample but decrease with firm size and become negative for 

medium- and small-sized firms. On average the worst performing sub-group are small MNCs 

with average monthly returns of -1.216% (-0.931% median returns). All stock returns are 

negatively skewed, with the highest amount of negative skew being for large DCs. The returns of 

large DCs also are the most leptokurtic indicating higher probabilities of large positive and 

negative return surprises.  

Average real returns are -0.092% for the developed country currency index and -0.097% 

for the emerging country currency index. Perhaps not surprisingly, emerging market currency 

returns are negatively skewed (-1.330), indicating that large negative shocks are more frequent 

than large positive shocks. Emerging market currency returns are also more leptokurtic than 

developed market currency returns, indicating a higher probability of high-magnitude shocks; the 

kurtosis of 𝑅𝑋
𝐷 is 0.281, whereas the kurtosis of 𝑅𝑋

𝐷 is 5.187. Additionally, returns of the 

developed and emerging market currency indices are positively correlated, illustrating that there 

are periods during which the USD appreciates/depreciates against both developed market and 

emerging market currencies. Excess kurtosis is substantial for stock returns and emerging market 

currency returns. This is further confirmed by Jarque-Bera tests; all variables are non-normally 

distributed.  

[Insert Table 2 approximately here] 
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4. Empirical results and discussion 

4.1. A preliminary benchmark estimation for the whole sample period 

 Before analyzing the changes in FX exposures, we estimate and analyze FX exposures 

using data for the whole sample period (January 1996 to December 2005). Table 3 reports 

statistics of estimated total FX exposures, market-adjusted FX exposures, and FX exposures 

using interest rate-based macroeconomic control variables. For sake of brevity we do not report 

the estimated coefficients of the control variables (𝛽1,𝑖, 𝜙1,𝑖, and 𝜙2,𝑖) nor do we report the 

estimated conditional volatility parameters. All of these results are available from the authors 

upon request. Our analysis focuses on median values and sign tests for median values and 

removes firms with the most extreme FX exposures (bottom and top 1%) to reduce the effects of 

outliers (Panel B). We adopt this approach throughout the rest of this paper — this procedure is 

similar to the Bartram, Karolyi (2006) study that also estimates firm-level FX exposures for a 

large cross-section of firms.  

Since FX exposures can be negative as well as positive, we present results for firms with 

negative exposure separately from firms with positive exposures. We also provide the percentage 

of firms with statistically significant FX exposure estimates at the 95% confidence level (Panel 

A). 

 Many firms, domestic and multinational, are significantly exposed to FX rate changes 

during our sample period. Between 19.62% and 31.08% of firms have significant total FX 

exposures to at least one of the two currency indices. Similarly, between 20.25% and 28.73% of 

firms have significant macro-controlled FX exposures. Not surprisingly the number of firms with 

partial FX exposures is lower. Market-adjusted FX exposures are partial exposures; based on the 

model specification shown in Eq. (2), 𝛿2,𝑖
𝐷  and 𝛿2,𝑖

𝐸  measure the FX exposures of firm 𝑖 net of the 
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FX exposures of the U.S. value-weighted market index. Based on the estimates of 𝛿1,𝑖
𝐷  and 𝛿1,𝑖

𝐸  it 

is highly likely that the U.S. market index itself is significantly exposed to changes in FX rates. 

 Panel A also illustrates the value of separating FX exposures to developed market 

currencies from exposures to emerging market currencies. Results reveal that firms are more 

frequently exposed to changes in emerging market currencies than developed market currencies; 

25.83% of large MNCs are significantly exposed to changes in emerging market currencies 

compared to 5.80% of firms being exposed to changes in developed market currencies.  Cursory 

analysis also suggests that MNCs are more frequently exposed to FX rates than DCs, although 

this pattern goes away when one looks at market-adjusted FX exposures. 

 In Panel B, tests of overall statistical significance (Z-score and associated p-values) show 

that FX exposures are statistically significant for all groups of firms. It is interesting to note that 

DCs also have significant FX exposure, which in most cases is not different from MNCs. The 

bold print in Panel B indicates that FX exposures of DCs are statistically different from those of 

MNCs based on two-sided Wilcoxon rank sum tests. It is only for positive FX exposures to 

emerging country currencies, where MNCs display significantly higher FX exposures than DCs. 

Although this result may initially surprise, it is consistent with the findings reported in prior 

literature (e.g., Aggarwal, Harper, 2010; Choi, Jiang, 2009). Finally, results presented in Panel B 

show that for negative FX exposures there is little difference in exposures to developed and 

emerging market currencies. This is very different from positive FX exposures; here median FX 

exposures to emerging market currencies are noticeably higher than median exposures to 

developed market currencies.  

[Insert Table 3 approximately here] 
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4.2. The effects of FVR on FX exposures 

 Table 4 presents estimated FX exposures based on the expanded models presented in Eqs. 

(4) through (6). Similar to Table 3, we focus on FX exposures and omit the estimated control 

variable coefficients and conditional volatility parameters.   

 FX exposures to developed market currencies decrease in magnitude after the 

introduction of FVR. For firms with negative exposures to developed market currencies, the risk 

reductions appear negatively related to firm size and occur exclusively in the MNC groups.  We 

observe even larger risk reductions in firms with positive exposures to developed market 

currencies.  As hypothesized, these changes in FX exposures mainly affect the MNCs, although 

the difference for small firms is not statistically significant. We also notice that firms with 

negative exposures to emerging market currencies in the pre-FVR period exhibit substantial 

shifts in their exposures during the post-FVR period resulting in a switch in exposure direction; 

for large and medium sized firms these risk shifts are twice as big for MNCs as for DCs. 

Interestingly, there are no changes in FX exposures for firms with positive exposures to 

emerging market currencies. Across all groups of firms, median estimates of changes in exposure 

are zero for 𝛿𝐼1,𝑖
𝐸  and 𝛿𝐼3,𝑖

𝐸 .  

Overall, results are qualitatively similar for all three of the FX exposure measures while 

being particularly close for estimates of total FX exposures and macro-controlled FX exposures. 

In sum the results of Table 4 support H1 by first, documenting significant changes in FX 

exposures that primarily affect MNCs.  

[Insert Table 4 approximately here] 
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FX exposures can be substantially different for firms across different industries (Bodnar, 

Gentry, 1993; Choi, Prasad, 1995; Dominguez, Tesar, 2006). Naturally we ask ourselves whether 

changes in FX risk are different across the industry groups represented in our sample. The 

following analysis, which is presented in Table 5, breaks out our tests of H1 for each of the 

major industry groups. We report results organized by the same five industry groups used for the 

matching procedure (see sub-section 3.4.), which are: Forestry, Fishing, Mining and 

Construction (SIC: 01-17); Manufacturing (SIC: 20-39); Transportation, Communication, 

Electric, Gas, and Sanitary Services (SIC: 40-49); Wholesale and Retail Trade (SIC: 50-59); and 

Services (SIC:70-89). 

 We observe risk reductions in positive FX exposures to developed market currencies in 

all of the major industry groups. In addition we find statistical support for H1 in three of the 

industry groups — Manufacturing, Transportation, and Services. Evidence of reductions in 

negative FX exposures to developed market currencies is present in the same three industry 

groups (except large firms in the Transportation industry group).  For firms with negative FX 

exposures to emerging market currencies, we see risk reductions in mainly two industry groups, 

Services and Transportation, as well as large manufacturing firms. We also observe that risk 

reductions in large manufacturing firms for negative OITP exposures are limited to MNCs. 

Finally, consistent with the results reported in Table 4, we find no changes in positive FX 

exposures to emerging market currencies with one notable exception. Small service firms with 

positive exposures to emerging market currencies exhibit a substantial increase in FX exposures, 

particularly the MNC group, which is consistent with H1. 
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In sum, we find evidence of a reduction in FX exposures, mainly for firms with 

significant exposures to developed market currencies, and negative exposures to emerging 

market currencies. With the exception of small service industry firms, there is no change in 

positive FX exposures to emerging market currencies. Results are surprisingly consistent across 

major industry groups but evidence in support of H1 is mainly present in Manufacturing, 

Transportation, and Services. 

[Insert Table 5 approximately here] 

 

4.3. The effects of FVR on the asymmetry of FX exposures 

 Table 6 reports the results of exposure asymmetries to the direction of exchange rate 

changes for all three of our FX exposure measures. Estimates are based on the models presented 

in Eqs. (8) through (10). To test the statistical significance of changes in exposure asymmetries 

(H2) we estimate the models for the pre-FVR and post-FVR periods and then use sign tests and 

Wilcoxon rank sum tests; p-values for both of these tests are reported as tests for change.  

 Based on total FX exposures, between 1.96% and 8.33% of firms are asymmetrically 

exposed to changes in developed market currencies. For exposures to emerging market 

currencies, between 3.48% and 10.92% of firms are asymmetrically exposed. The stock returns 

of firms are less sensitive to depreciations of foreign currencies than to appreciations — this is 

consistent across all sub-samples and holds true in both sub-periods. Perhaps not surprisingly, 

the FX exposures of MNCs are more asymmetric than the FX exposures of DCs — the exception 

is firms with negative FX exposures in the post-FVR period. We would expect FX exposures to 

be more asymmetric in MNCs due to the use of FX pass-through and pricing to market, the 

presence of real options, and hysteretic investment/divestment behavior. 
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 Less clear is the pattern in the changes of FX exposure asymmetry. For exposures to 

developed market currencies, the asymmetry in positive exposures is unaffected by the 

introduction of FVR. However, negative exposures to developed market currencies become less 

asymmetric for the second sub-period. The decreases are statistically significant for all groups 

except for small DCs.  For exposures to emerging market currencies, the asymmetry in positive 

exposures increases for all groups of firms with the exception of large DCs; small firms display 

substantial amounts of exposure asymmetry in the post-FVR period. For firms with negative 

exposures to emerging market currencies, asymmetry increases during the second sub-period — 

results are statistically significant for all groups except for large MNCs. Here asymmetry in 

exposures seems to remain unchanged.  

 In sum, FX exposure asymmetry affects a modest number of firms in our sample.  

Asymmetry increased for FX exposure to emerging market currencies but decreased for firms 

with negative exposures to developed market currencies. Although changes in FX exposure 

asymmetry mainly seem to affect MNCs, the results are not conclusive; changes in FX exposure 

asymmetry are not limited to MNCs. 

[Insert Table 6 approximately here] 

 

4.4. Additional tests and robustness 

4.4.1. The effects of FVR on stock return volatility and systematic risk 

 It is possible that the exposure measures used in our analysis do not fully capture FX risk. 

Changes in currency exposure can also be reflected in CAPM betas and stock return volatilities 

(Bartov et al., 1996; Bartram, Karolyi, 2006). To provide a more complete picture of firm-level 

changes in systematic and idiosyncratic risk during our sample period, Table 7 presents 
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estimated changes in stock return volatilities, CAPM betas, and Fama and French factors.  

 In Panel A of Table 7 we observe that median monthly stock return variances decrease 

during the post-FVR sub-period for large and medium sized firms. Variance ratios, which are 

computed by dividing the post-FVR stock return variance by the pre-FVR stock return variance 

are lower for large and medium-sized MNCs than DCs. Wilcoxon rank sum tests and sign tests 

confirm that these differences are statistically significant at conventional levels. This indicates 

that the observed reductions in FX exposures are accompanied by overall decreases in stock 

return volatility.  

 Panel B of Table 7 presents the estimated changes in CAPM betas, and the market-, size-, 

and value factors of Fama and French. Interestingly we observe higher CAPM betas for MNCs 

than DCs. This is consistent with results reported in prior research where some studies argue that 

corporate international diversification increases systematic risk (Krapl, 2015; Reeb, Kwok, Baek, 

1998). Results show small increases in CAPM betas after the introduction of FVR to large and 

medium-sized MNCs. Although statistically significant, the changes are very small — for large 

MNCs median betas for the post-FVR period increase by 0.038, which is equal to a 3.53% 

increase over the pre-FVR sub-period. For medium MNCs the increase is even smaller. Changes 

in estimated coefficients of the Fama and French three-factor model, reflect a similar picture. 

Medians of estimated changes in market and size factors are zero for all groups of firms. The 

exception is small decreases in coefficients of value factors for the second sub-period. Here we 

see a decrease of 0.011, which is equivalent to a drop in median value factor estimates of 2.44%. 

 Overall the results in Table 7 illustrate that stock return volatilities have decreased during 

the second sub-period but no other changes to systematic risk factors are observed. 

[Insert Table 7 approximately here] 
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4.4.2. Changes in firm-level determinants of FX exposure 

 Another potential explanation for the observed changes in FX exposures after the 

introduction of FVR is coinciding changes in firm-level determinants of FX exposure. Prior 

literature identifies several firm characteristics that correlate with FX exposure magnitudes. A 

relation between hedging incentives and FX exposure is reported by He, Ng (1998) and Choi, 

Kim (2003), among others. Studying a sample of Japanese multinational firms He, Ng (1998) 

observe that firms with high leverage, smaller firms, and firms with weak short-term liquidity 

positions have lower exposures. Similarly, Choi, Kim (2003), analyzing a sample of U.S. 

multinational firms with exposure to Asian markets, find that FX exposures are lower for firms 

with higher growth opportunities, higher debt ratios, and lower liquidity. In contrast to the 

aforementioned two landmark studies Wei, Starks (2013) argue that financially distressed firms 

have higher FX exposures due to their limited ability to hedge exposures. Their study finds that 

FX exposures are positively related to proxy variables of expected distress costs. Most 

importantly, Wei, Starks (2013) observe a positive relation between a firm’s default probability 

and FX exposure. In another landmark study, Dominguez, Tesar (2006) observe that FX 

exposures are negatively correlated with firm size, and positively correlated with multinational 

status, foreign sales, and international assets.  

 In Table 8 we present changes in firm-level determinants of FX exposure of our sample 

firms. Included in our analysis are: Size, which is measured as the natural log of market 

capitalization; Liquidity, which is the acid test ratio; Leverage, which measured by dividing 

market value of assets by the market value of equity; Growth opportunities, where we use the 

market-to-book ratio of equity; Likelihood of financial distress, we use the Altman Z-score 
15

; 

                                                             
15

 We follow Wei, Starks (2013) and use the Altman z-score to proxy for firm-level likelihood of financial distress: 

𝑍 = 1.2𝑊𝐶𝐴𝑃 + 1.4𝑅𝐸𝐴𝑅𝑁 + 3.3𝐸𝐵𝐼𝑇 + 0.6𝐷𝐸𝐵𝑇 + 1.0𝑆𝐴𝐿𝐸  
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and International activity, we employ foreign sales ratios, foreign asset ratios, and the number of 

geographic segments in which firms operate in for firms in the MNC groups. We report median 

values of these measures for the pre-FVR and post-FVR sub-periods and then conduct two-sided 

sign tests and Wilcoxon rank sum tests to validate the statistical significance of changes in the 

FX exposure determinants. Table 8 also reports median values of change ratios, which are 

defined by dividing the value of the determinant in the post-FVR period by the value of the 

determinant in the pre-FVR period. Sign tests and Wilcoxon rank sum tests are used to report the 

statistical significance of differences in ratio values for MNCs and DCs. 

 Table 8 shows that there was little change in median market capitalizations, liquidity, and 

leverage of firms in our sample. Median market-to-book ratios decreased during the post-FVR 

period for all groups of firms, indicating a decrease in firm-level growth opportunities. 

Decreasing growth opportunities are tied to a decrease in the underinvestment problem and thus 

should lower the incentive for firms to hedge their FX exposures (Froot, Scharfstein, Stein, 1993; 

Géczy et al., 1997). Based on arguments put forth by He, Ng (1998) this would likely lead to 

increases in FX exposures. 

In addition to changes in growth opportunities, Table 8 shows a significant increase in the 

firm-level likelihood of financial distress. Median Altman z-scores decline for all groups of firms 

during the post-FVR period. For large and medium-sized firms the increases in distress 

probabilities are larger for MNCs than DCs. For small firms there is no difference in the changes 

of distress probabilities between MNCs and DCs. According to optimal hedging theory increased 

likelihood of financial distress provides firms with more incentive to hedge and thus could lead 

to lower FX exposures (He, Ng, 1998). However the opposite could also be the case; Wei, Starks 

                                                                                                                                                                                                    
where WCAP = working capital/total assets; REARN = retained earnings/total assets; EBIT = EBIT/total assets; 

DEBT = total liabilities/total assets; and SALE = sales/total assets. Further, Foreign sales, is the ratio of foreign 

sales to total sales, and Foreign assets, is the ratio of foreign asset to total assets. 
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(2013) document a positive relation between the likelihood of financial distress and FX 

exposure, arguing that financially distressed firms have diminished ability to hedge their 

exposures.  

Finally, median foreign sales and foreign asset ratios increase substantially for the post-

FVR period for small, medium, and large firms. Such increases in relative levels of international 

activity of the MNC firms in our sample are more likely tied to increases in FX exposures. 

Although increased foreign asset ratios and operations in multiple geographic segments could 

also proxy for operational hedging activities of firms. Unfortunately more detailed data would be 

needed to establish which the case is.     

 [Insert Table 8 approximately here] 

 

4.4.3. Additional robustness checks 

In this sub-section we perform additional robustness tests and report the results in Table 

9. First, we study the extent to which our results are affected by the introduction of the euro; to 

do this we exclude firms with significant FX exposures to the euro. Second, we investigate to 

which extent our results are affected by the bursting of the technology/internet stock bubble by 

excluding firms from telecom, media, and technology industries. Finally, we investigate whether 

our results are sensitive to the turbulent events of 2000 and 2001 — for this part of the analysis 

we exclude observations for the years 2000 and 2001 and consider January 1995 to December 

1999 as the pre-FVR sub-period and January 2002 to December 2006 as the post-FVR period.  

Bartram, Karolyi (2006) find that the introduction of the euro increased stock return 

volatilities but overall reduced CAPM betas and FX exposures of firms with real operations in 

the Eurozone. To check whether our main results are substantially affected by the introduction of 
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the euro in 1999, we exclude firms with significant FX exposures to the euro from our sample.
16

 

For large MNCs (DCs) we exclude 42 firms (41firms); for medium-sized MNCs (DCs) we 

exclude 60 firms (60 firms); and for small MNCs (DCs) we drop 40 firms (51 firms) with 

significant FX exposures to the euro from our initial sample. Results of this analysis are 

presented in Panel A of Table 9.   

After removing euro-sensitive firms, total FX exposures of the remaining firms become 

more extreme. Compared to the results reported in Table 4, FX exposures to developed and 

emerging market currencies are substantially higher in their magnitude. More importantly, FX 

exposures drop substantially during the post-FVR sub-period for firms with positive exposures; 

for firms with negative exposures to the currency indices, FX exposures become significantly 

less negative during the second sub-period. We conclude that removing firms with significant 

euro exposures would rather increase the main results of our paper.  

To assess the extent to which our main results are affected by the rise and fall of internet 

stocks (Bartram, Karolyi, 2006; Ofek, Richardson, 2003), we conduct two tests. First, we 

exclude telecom, media, and technology companies from the analysis. In the manufacturing 

division, we exclude SIC industry group 357 (Computer and Office Equipment). We also 

exclude SIC major group 48 (Communications), and SIC industry group 737 (Computer 

Programming, Data Processing, And Other Related Services). Second, we replicate our analysis 

but exclude data from January 2000 to December 2001. We keep the length of the sub-periods at 

5 years to be consistent with our methodology. Thus we redefine the pre-FVR period to be 

                                                             
16

 We estimate total FX exposures to the euro for each firm in our sample and then exclude firms that have 

statistically significant euro exposures at the 85% confidence level. We use the following model to obtain estimates 

of euro sensitivities: 𝑅𝑖 =  𝛼𝑖 + 𝛾𝑖𝑅𝑋,𝑡
€ + 𝜀𝑖,𝑡 where 𝑅𝑋,𝑡

€  is the appreciation/depreciation of the euro relative to the 

USD in month 𝑡. 
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January 1995 to December 1999, and the post-FVR period to span January 2002 to December 

2006. The latter test also allows us to test the sensitivity of our main results to tumultuous market 

events during 2000 and 2001.
 
 

Panel B of Table 9 presents total FX exposures and changes in total FX exposures using 

the sub-sample excluding telecom, media, and technology companies. We exclude, for large 

MNCs (DCs) 166 firms (83 firms), for medium MNCs (DCs) 255 firms (159 firms), and for 

small MNCs (DCs) 201 firms (143 firms). We observe very similar results compared to the total 

FX exposures reported in Table 4 suggesting that our main findings are not affected by the rise 

and fall of internet and technology stocks.  

To further confirm the robustness of our results, we present total FX exposures and 

changes in total FX exposures using alternative pre- and post-FVR sub-periods — the results of 

this analysis are presented in Panel C of Table 9. Even if we consider the years 2000 and 2001 

transition years for FVR or are concerned about the bursting of the technology stock bubble and 

the turbulent financial market events of 2001, Panel C shows that results remain unchanged 

when we change the pre-FVR sub-period to January 1995 to December 1999 and the post-FVR 

period to January 2001 to December 2006. In sum, Table 9 demonstrates that our main findings 

reported in Table 4 are robust to the events of 2000 and 2001, as well as the rise and fall of 

internet and technology stocks. 

In a similar fashion results reported in Panel E test the effects of the Asian Financial 

Crisis on pre-FVR exposures. Here 𝐷𝑡 takes on the value of 1 for observations from July 1997 to 

December 1998 and zero for all other observations during the pre-FVR period. We do not 

observe unusually high FX exposures during the period of turmoil in emerging economies, thus 
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significantly increased FX exposures for the pre-FVR sub-period. We conclude that our results 

are not mainly determined by unusual levels of FX exposures during the Asian Financial crisis. 

 [Insert Table 9 approximately here] 

 

5. Conclusion 

We analyze the effects of fair value reporting (FVR) — SFAS 133 and IAS 39 on firm-

level FX exposures of U.S. MNCs. To our surprise we find that FX exposures are significantly 

lower for firms with positive and negative exposures to developed market currencies after the 

implementation of FVR. No changes in exposures to developed market currencies are observed 

in control groups of small-, medium-, and large-size domestic firms. FX exposures to emerging 

market currencies are not affected by implementation of FVR for firms with positive exposures. 

However, firms with negative exposures during the pre-FVR period see substantial shifts in their 

exposures, changing the average direction of exposure to positive.  

We also observe changes in FX exposure asymmetry after the introduction of FVR. For 

exposures to developed market currencies, the asymmetry in positive exposures is unaffected by 

the introduction of FVR but negative exposures to developed market currencies become less 

asymmetric for the second sub-period. For exposures to emerging market currencies, overall the 

asymmetry in positive and negative exposures increases during the second sub-period. Although 

changes in FX exposure asymmetry mainly seem to affect MNCs, the results are not as 

conclusive as with FX exposure levels.   
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The findings reported in this paper have several important implications. Investors holding 

stock of U.S. MNCs must understand that stock returns can react substantially to changes in FX 

rates and that this relation can change over time. For researchers the reported results highlight 

that managerial reactions to changes in accounting standards can be more complex than initially 

expected. Future research could benefit from further exploring time-variation in FX exposures, 

particularly break-points in exposures that are results from changes in FX exposure determinants 

or changes in operating environments of MNCs. Our study also has important implications for 

policy makers; Changes in accounting standards can affect FX exposures. Perhaps future 

research could further explore the potential causes of the FX exposure shift which coincided with 

the implementation date of FVR. This could lead to a better understanding of FX exposure. 
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Table 1 

Descriptive statistics for the matched and unmatched samples 

Panel A: Unmatched sample firms 

 

All MNC All DC Test for Differences 

 

N = 313,863 (3,430 firms) N = 185,258 (2,275 firms)  

 

Mean Median SD Mean Median SD p-Median p-Wilcox 

Market cap 1,859.6 271.6 6,033.2 459.1 91.0 1,214.8 <.0001 <.0001 

Total assets 2,188.8 266.6 8,826.2 653.4 112.4 1,971.1 <.0001 <.0001 

Sales 495.5 61.2 2,027.8 147.2 28.1 479.0 <.0001 <.0001 

Foreign sales ratio 28.6% 21.1% 28.8% 0.0% 0.0% 0.0% <.0001 <.0001 

Foreign asset ratio 7.3% 0.0% 19.3% 0.0% 0.0% 0.0% <.0001 <.0001 

Panel B: Matched sample 

 

Large MNC Large DC Test for Differences 

 

N = 70,022 (724 firms) N = 63,427 (724 firms)  

 

Mean Median SD Mean Median SD p-Median p-Wilcox 

Market cap 1,996.8 1,129.7 2,805.8 1,023.8 381.2 1,872.0 <.0001 <.0001 

Total assets 1,879.8 861.5 3,812.6 1,636.8 569.3 3,206.2 <.0001 <.0001 

Sales 377.5 177.9 802.2 379.4 167.8 766.2 <.0001 <.0001 

Foreign sales ratio 32.1% 28.0% 28.4% 0.0% 0.0% 0.0% <.0001 <.0001 

Foreign asset ratio 8.7% 0.0% 20.1% 0.0% 0.0% 0.0% <.0001 <.0001 

 

Medium MNC Medium DC Test for Differences 

 

N = 100,294 (1,110 firms) N = 92,644 (1,110 firms)  

 

Mean Median SD Mean Median SD p-Median p-Wilcox 

Market cap 323.1 232.2 326.3 313.5 137.4 434.8 <.0001 <.0001 

Total assets 436.5 205.9 1,360.8 518.9 202.1 1,461.2 0.0253 0.0002 

Sales 113.2 47.6 309.7 136.9 61.3 362.2 <.0001 <.0001 

Foreign sales ratio 27.6% 20.0% 28.4% 0.0% 0.0% 0.0% <.0001 <.0001 

Foreign asset ratio 7.2% 0.0% 19.1% 0.0% 0.0% 0.0% <.0001 <.0001 

 

Small MNC Small DC Test for Differences 

 

N = 79,822 (949 firms) N = 72,967 (949 firms)  

 

Mean Median SD Mean Median SD p-Median p-Wilcox 

Market cap 65.4 45.0 68.9 108.8 46.7 176.0 <.0001 <.0001 

Total assets 148.6 49.1 864.4 164.8 56.7 1,309.2 <.0001 <.0001 

Sales 39.7 13.1 221.0 42.5 13.3 307.0 0.1442 0.8862 

Foreign sales ratio 24.3% 13.5% 28.8% 0.0% 0.0% 0.0% <.0001 <.0001 

Foreign asset ratio 4.8% 0.0% 16.7% 0.0% 0.0% 0.0% <.0001 <.0001 
Note: This table presents descriptive statistics; Panel A presents statistics on the unmatched sample of U.S. MNC (2,262 firms) and DC (1,327 firms) from 

January 1996 to December 2005. For the purpose of this study, we define an MNC as a firm that during the sample period reports a positive foreign sales ratio or 

a positive foreign asset ratio. Firms that report neither are considered a DC.  This sample starts with all U.S. firms traded on Nasdaq, NYSE, and Amex. Firms 

with less than 36 consecutive monthly stock return observations are excluded. To limit the effects of outliers we further exclude extremely small and large firms 

(the bottom and top 1% of firms based on market capitalization). Due to their different FX exposures, we also exclude firms in the financial industries (SIC 60-

67) and public service industries (SIC 91-99). Market capitalization, total assets, and sales are reported in millions of dollars. Foreign dales and foreign asset 

ratios measure foreign sales as a percentage of total sales, and foreign assets as a percentage of total assets. Panel B reports summary statistics on matched 

samples of large-, medium-, and small sized MNCs and DCs. We follow the approach of Villalonga (2004) and Choi, Jiang (2009) and use propensity score 

matching based on risk, profitability, and firm size. Each MNC is matched within its industry with one domestic firm (closest propensity score). The matching is 

considered successful if the propensity score of the domestic firm is within ±25% of the propensity score of the MNC. This table also reports p-values of median 

sign tests (two-sided) and p-values of Wilcoxon rank sum tests for differences between MNCs and DCs.  
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Table 2 

Summary statistics of stock returns, currency returns, and control variables 

Panel A: Summary statistics – monthly stock returns January 1996 to December 2005 

       Test for Differences 

Group Mean Median SD S K p-JB p-Median p-Wilcox 

Large MNC 0.604 1.170 17.121 -0.674 6.967 <.0001 <.0001 <.0001 

Large DC 0.073 0.480 15.861 -0.810 9.782 <.0001   

Medium MNC -0.413 0.000 20.190 -0.559 6.246 <.0001 0.4819 0.3132 

Medium DC -0.478 0.000 18.525 -0.677 7.436 <.0001   

Small MNC -1.216 -0.931 21.342 -0.247 5.654 <.0001 <.0001 0.0338 

Small DC -1.182 -0.539 20.779 -0.355 5.781 <.0001   

Panel B:  Summary statistics and correlation coefficients: currency index returns and control variables  

Variable Mean Median SD S K p-JB 

𝑅𝑋
𝐷 -0.092 -0.456 1.588 0.737 0.281 0.0044 

𝑅𝑋
𝐸 -0.097 0.096 1.122 -1.330 5.187 <.0001 

𝑅𝑀  0.743 1.576 4.713 -0.840 0.991 <.0001 

𝑅𝑆𝑇  0.000 0.000 0.002 -0.839 1.819 <.0001 

𝑅𝐷𝑆 0.000 0.000 0.002 1.138 2.104 <.0001 

Spearman rank correlations in lower triangle (shaded) and Pearson correlation coefficients in upper triangle 

 
𝑅𝑋

𝐷 𝑅𝑋
𝐸 𝑅𝑀 𝑅𝑆𝑇  𝑅𝐷𝑆 

𝑅𝑋
𝐷 1 0.205

** 
0.156

* 
-0.209

** 
-0.118 

𝑅𝑋
𝐸 0.139 1 0.271

*** 
0.169

* 
-0.016 

𝑅𝑀  0.141 0.352
*** 

1 0.070 0.042 

𝑅𝑆𝑇  -0.191
** 

0.170
* 

0.048 1 -0.339
*** 

𝑅𝐷𝑆 -0.106 -0.057 0.001 -0.161
* 

1 

Note: This table provides summary statistics of monthly stock returns (reported in %) in Panel A, and correlation coefficients in Panel B for the following variables: 

𝑅𝑋
𝐷 and 𝑅𝑋

𝐸  are inflation-adjusted monthly log-returns (reported in %) of the developed and emerging markets currency indices. We use the Major Trading Partner 

Currency Index (MCI) and the Other Important Trading Partner Index (OITP) that are reported by the U.S. Federal Reserve Bank. 𝑅𝑀 are monthly returns of the 

U.S. value-weighted market index (in %); 𝑅𝑆𝑇 and 𝑅𝐷𝑆 are short-term interest rate and term-spread variables which are defined as: 𝑅𝑆𝑇 = ∆𝑆𝑅 (1 + 𝐿𝑅)⁄  and 

𝑅𝐷𝑆 = ∆ (𝐿𝑅 − 𝑆𝑅) (1 + 𝐿𝑅)⁄  where ∆ denotes a one-period change, 𝑆𝑅 is the short-rate (1-Year U.S. Treasury yield), and 𝐿𝑅 is the long-rate (10-Year U.S. 

Treasury yield). Selected summary statistics include skewness (S), kurtosis (K) and the P-value of the Jarque-Bera test (JB) of the null hypothesis that the variable is 

normally distributed. This table also reports p-values of median sign tests (two-sided) and p-values of Wilcoxon rank sum tests for differences between stock returns 

of MNCs and DCs.  Panel B reports Spearman rank correlations in the lower triangle (shaded) and Pearson correlation coefficients in the upper triangle. Statistical 

significance for the correlation coefficients is indicated as follows: *** p<0.01, ** p<0.05, * p<0.1. 
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Table 7 

Changes in stock return volatilities, CAPM betas and Fama and French factors 

Panel A: Stock return volatilities 

 Median Test for change Variance ratios 

Group Pre-FVA Post-FVA Chi p-Med p-Wilcox Median p-Median p-Wilcox 

Large MNC 0.028 0.017 <.0001 <.0001 <.0001 0.629 <.0001 <.0001 

Large DC 0.020 0.016 <.0001 0.0024 0.0026 0.807   

Medium MNC 0.037 0.033 <.0001 0.0106 0.0009 0.796 0.0153 0.0090 

Medium DC 0.028 0.024 <.0001 0.0006 0.0215 0.885   

Small MNC 0.040 0.039 <.0001 0.6589 0.6662 0.934 0.3428 0.2694 

Small DC 0.039 0.033 <.0001 0.0085 0.0913 0.913   

Panel B: CAPM betas and Fama and French factors 

Estimates are based on the following model: 𝑅𝑖,𝑡 = 𝛼𝑖 + (𝛽2,𝑖 + 𝛽𝐼2,𝑖𝐷𝑡)𝑅𝑀 + 𝜀𝑖,𝑡 

 𝛽2 𝛽𝐼2 

Group Median p-value Z-score p-value Median p-value Z-score p-value 

Large MNC 1.075 <.0001 94.159 <.0001 0.038 <.0001 8.331 <.0001 

Large DC 0.719 <.0001 62.396 <.0001 0.000 <.0001 7.685 <.0001 

Medium MNC 1.117 <.0001 88.518 <.0001 0.021 <.0001 9.070 <.0001 

Medium DC 0.837 <.0001 71.586 <.0001 0.000 <.0001 7.305 <.0001 

Small MNC 0.940 <.0001 60.505 <.0001 0.000 0.0012 5.229 <.0001 

Small DC 0.865 <.0001 59.975 <.0001 0.000 0.0271 2.943 0.0033 

Estimates are based on the following model:  𝑅𝑖,𝑡 = 𝛼𝑖 + (𝛽3,𝑖 + 𝛽𝐼3,𝑖𝐷𝑡)𝑅𝑀 + (𝛽4,𝑖 + 𝛽𝐼4,𝑖𝐷𝑡)𝑆𝑀𝐵 + (𝛽5,𝑖 + 𝛽𝐼5,𝑖𝐷𝑡)𝐻𝑀𝐿 + 𝜀𝑖,𝑡 

 𝛽3 𝛽𝐼3 

Group Median p-value Z-score p-value Median p-value Z-score p-value 

Large MNC 1.242 <.0001 77.698 <.0001 0.000 0.2003 0.766 0.4437 

Large DC 0.987 <.0001 67.705 <.0001 0.000 0.0020 -2.842 0.0045 

Medium MNC 1.123 <.0001 73.072 <.0001 0.000 0.0158 4.248 <.0001 

Medium DC 1.002 <.0001 67.321 <.0001 0.000 0.0713 0.334 0.7384 

Small MNC 0.879 <.0001 45.403 <.0001 0.000 0.0754 2.129 0.0333 

Small DC 0.828 <.0001 42.022 <.0001 0.000 0.4020 2.990 0.0028 

 𝛽4 𝛽𝐼4 

Group Median p-value Z-score p-value Median p-value Z-score p-value 

Large MNC 0.495 <.0001 33.274 <.0001 0.000 0.0144 2.532 0.0113 

Large DC 0.495 <.0001 32.472 <.0001 0.000 <.0001 7.138 <.0001 

Medium MNC 0.818 <.0001 50.307 <.0001 0.000 <.0001 7.727 <.0001 

Medium DC 0.625 <.0001 42.949 <.0001 0.000 <.0001 9.739 <.0001 

Small MNC 0.829 <.0001 41.630 <.0001 0.000 0.0183 6.366 <.0001 

Small DC 0.701 <.0001 35.733 <.0001 0.000 <.0001 9.711 <.0001 
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Table 7 (Continued) 

 𝛽5 𝛽𝐼5 

Group Median p-value Z-score p-value Median p-value Z-score p-value 

Large MNC 0.451 <.0001 19.957 <.0001 -0.011 0.0001 -4.887 <.0001 

Large DC 0.689 <.0001 36.023 <.0001 0.000 0.0120 -2.498 0.0125 

Medium MNC 0.379 <.0001 18.062 <.0001 0.000 0.3508 0.485 0.6277 

Medium DC 0.552 <.0001 27.332 <.0001 0.000 0.5180 0.042 0.9665 

Small MNC 0.146 0.0051 4.880 <.0001 0.000 0.1369 1.778 0.0754 

Small DC 0.228 <.0001 8.494 <.0001 0.000 0.0038 4.682 <.0001 

Note: This table reports estimated changes in stock return volatilities (Panel A), CAPM betas, and Fama and French factors (Panel B). Stock return 

volatilities are computed as variances of monthly stock returns. We report median monthly stock return volatilities for the pre-FVA and post-FVA periods 

and report three tests for changes in variances. Bold print indicates that the variance of returns of MNCs is different from DCs based on F-tests, at the 95% 

confidence level. To analyze the change in stock return variances for the two sub-periods we report p-values associated with the following aggregate 

measure (Bartov et al., 1996; Bartram, Karolyi, 2006): 𝜒2(2𝑁) = −2 ∑ 𝑙𝑛(𝑝𝑖)𝑁
𝑖=1  where the p-values 𝑝𝑖 are from individual F-tests of a change in the 

monthly stock return variance of firm 𝑖. 𝑁 is the number of firms in the sample. We also report p-values of sign tests and Wilcoxon rank sum tests (two-

sided). In the last three columns of Panel A we present median estimates of variance ratios. We compute variance ratios by dividing the stock return 

variance of the post-FVA period by the return variance of the pre-FVA period. In the two adjacent columns we report p-values for sign tests and two-sided 

Wilcoxon rank sum tests for differences in parameter estimates between MNCs and DCs.  

Panel B reports the estimated coefficients of modified CAPM and Fama and French three-factor models. In the models presented above, 𝑅𝑖,𝑡 are monthly 

stock returns of firm 𝑖; 𝑅𝑀 are the monthly log returns of the U. S. value-weighted market index; and 𝑆𝑀𝐵 and 𝐻𝑀𝐿 are the returns of the Small minus 

Big, and High minus Low, size and value factors (Fama, French, 1992, 1993); and 𝐷𝑡 is a dummy variable that takes on the value of 1 for monthly 

observations from January 2001 to December 2005 and zero for observations from January 1996 to December 2000. For each sub-sample of firms, median 

and p-values of two-sided sign tests are presented. The Z-score test statistic is for a test of joint significance of the parameter estimates and is computed as 

follows:  𝑍 =  (
1

√𝑁
) ∑

𝑡𝑖

√𝑘𝑖 (𝑘𝑖−2)⁄

𝑁
𝑖=1  , where 𝑡𝑖 is the t-statistic for firm-level model estimates for firm 𝑖, 𝑘𝑖 are the degrees of freedom for firm 𝑖, and 𝑁 is the 

number of firms in the sample. The p-value of the Z-test is reported in the adjacent column to the right. Further the table reports the results of a two-sided 

Wilcoxon rank sum test of equal coefficients between MNCs and DCs. Medians are shown in bold print when parameter estimate of the DC is statistically 

different from the MNC’s parameter estimate at the 95% confidence level. 
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Table 8 

Changes in other determinants of FX exposure 

 Median  Test for change Change ratios: 𝑁𝑒𝑤 𝑉𝑎𝑙𝑢𝑒 𝑂𝑙𝑑 𝑉𝑎𝑙𝑢𝑒⁄  

 Pre-FVA Post-FVA p-Median p-Wilcox Median p-Median p-Wilcox 

Size: log(𝑚𝑎𝑟𝑘𝑒𝑡 𝑐𝑎𝑝𝑖𝑡𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛) 

Large MNC 6.981 7.139 0.0181 0.0019 1.054 0.0015 0.0035 

Large DC 5.849 6.341 0.0031 0.0035 1.033   

Medium MNC 5.522 5.495 0.7655 0.2496 1.008 0.0380 0.1098 

Medium DC 4.861 5.028 0.0227 0.0623 1.028   

Small MNC 3.880 3.715 0.0074 0.0034 0.956 0.0188 0.1269 

Small DC 3.783 3.867 0.4783 0.8678 0.981   

Liquidity: 
𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑎𝑠𝑠𝑒𝑡𝑠−𝑖𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦

𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠
 

Large MNC 0.628 0.807 0.0289 0.0031 1.159 0.0001 <.0001 

Large DC 0.190 0.209 0.3912 0.8593 0.914   

Medium MNC 0.855 0.864 0.8741 0.2193 0.972 0.0073 0.0018 

Medium DC 0.359 0.357 0.9393 0.1522 0.839   

Small MNC 0.569 0.575 0.9010 0.8480 0.804 0.3316 0.4021 

Small DC 0.588 0.528 0.3624 0.0990 0.817   

Leverage: 
𝑚𝑎𝑟𝑘𝑒𝑡 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑒𝑞𝑢𝑖𝑡𝑦+𝑏𝑜𝑜𝑘 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑑𝑒𝑏𝑡

𝑚𝑎𝑟𝑘𝑒𝑡 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑒𝑞𝑢𝑖𝑡𝑦
 

Large MNC 1.274 1.329 0.0154 0.0005 1.033 0.0377 0.0566 

Large DC 2.014 1.971 0.6846 0.3888 1.060   

Medium MNC 1.334 1.366 0.2842 0.0011 1.057 0.0708 0.1589 

Medium DC 1.791 1.738 0.2546 0.4255 1.035   

Small MNC 1.486 1.524 0.3744 0.0601 1.069 0.1777 0.1840 

Small DC 1.605 1.624 0.6190 0.0932 1.047   

Growth opportunities: 
𝑚𝑎𝑟𝑘𝑒𝑡 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑒𝑞𝑢𝑖𝑡𝑦

𝑏𝑜𝑜𝑘 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑒𝑞𝑢𝑖𝑡𝑦
 

Large MNC 3.632 2.763 <.0001 <.0001 0.746 0.0002 0.0012 

Large DC 1.835 1.629 0.0082 0.0008 0.853   

Medium MNC 2.522 2.018 <.0001 <.0001 0.747 0.0358 0.0310 

Medium DC 1.897 1.628 <.0001 <.0001 0.812   

Small MNC 1.902 1.643 0.0026 0.0119 0.831 0.1411 0.0311 

Small DC 1.781 1.515 0.0007 <.0001 0.778   

Financial distress: Altman Z-Score 

Large MNC 5.193 3.979 <.0001 <.0001 0.817 0.0025 0.0030 

Large DC 3.333 2.979 0.0824 0.0010 0.900   

Medium MNC 4.754 3.644 <.0001 <.0001 0.741 0.0003 <.0001 

Medium DC 3.554 2.936 <.0001 <.0001 0.875   

Small MNC 3.457 2.788 <.0001 <.0001 0.706 0.4893 0.2453 

Small DC 3.451 2.507 <.0001 <.0001 0.705   
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Table 8 (Continued) 

 Median  Test for change Change ratios: 𝑁𝑒𝑤 𝑉𝑎𝑙𝑢𝑒 𝑂𝑙𝑑 𝑉𝑎𝑙𝑢𝑒⁄  

 Pre-FVA Post-FVA p-Median p-Wilcox Median p-Median p-Wilcox 

Foreign sales: 
𝑓𝑜𝑟𝑒𝑖𝑔𝑛 𝑠𝑎𝑙𝑒𝑠

𝑡𝑜𝑡𝑎𝑙 𝑠𝑎𝑙𝑒𝑠
 

Large MNC 20.00% 33.70% <.0001 <.0001 1.295 NA NA 

Medium MNC 15.68% 26.58% <.0001 <.0001 1.325 NA NA 

Small MNC 13.24% 20.23% <.0001 <.0001 1.262 NA NA 

Foreign assets: 
𝑓𝑜𝑟𝑒𝑖𝑔𝑛 𝑎𝑠𝑠𝑒𝑡𝑠

𝑡𝑜𝑡𝑎𝑙 𝑎𝑠𝑠𝑒𝑡𝑠
 

Large MNC 4.32% 12.99% <.0001 <.0001 2.629 NA NA 

Medium MNC 3.71% 11.31% <.0001 <.0001 2.500 NA NA 

Small MNC 2.23% 8.75% <.0001 <.0001 2.500 NA NA 

Number of Geographic Segments 

Large MNC 2.5 3.0 <.0001 <.0001 1.667 NA NA 

Medium MNC 2.3 3.0 <.0001 <.0001 1.154 NA NA 

Small MNC 2 2.6 <.0001 <.0001 1.076 NA NA 

Note: This table reports changes in firm-level determinants of FX exposure. We report medians for pre-FVA (January 1996 to December 2000) and post-FVA 

(January 2001 to December 2005) sub-periods. We also report p-values of sign tests and Wilcoxon rank sum tests (two-sided) for differences in ratios between the 

two sub-periods. In the last three columns we present median estimates of change ratios. We compute change ratios by dividing the new value of the variable based 

on the post-FVA period by the old value of the variable based on the pre-FVA period. In the two adjacent columns we report p-values for sign tests and two-sided 

Wilcoxon rank sum tests for differences in FX determinants between MNCs and DCs. We report summary statistics for the following FX determinants: Size, 

natural log of market capitalization; Liquidity, acid test ratio; Leverage, market value of assets to the market value of equity; Growth opportunities, market-to-book 

value of equity; Financial distress, Altman Z-score that is computed as follows: 𝑍 = 1.2𝑊𝐶𝐴𝑃 + 1.4𝑅𝐸𝐴𝑅𝑁 + 3.3𝐸𝐵𝐼𝑇 + 0.6𝐷𝐸𝐵𝑇 + 1.0𝑆𝐴𝐿𝐸 where WCAP = 

working capital/total assets; REARN = retained earnings/total assets; EBIT = EBIT/total assets; DEBT = total liabilities/total assets; and SALE = sales/total assets. 

Further, Foreign sales, is the ratio of foreign sales to total sales, Foreign assets, is the ratio of foreign asset to total assets; and Number of Geographic Segments is 

the number of geographic segments reported by the firm in the Compustat geographic database. 
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